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SECURITY TRAINING AND EDUCATION

Iacovos Kirlappos and M. Angela Sasse | University College London

When tempted by a good deal online, users don’t focus on security warnings; rather, they look for signs 
to confi rm a site’s trustworthiness. User education needs to focus on challenging and correcting the 
misconceptions that guide current behavior.

P hishing—tricking computer users to disclose 
personal information, credit card details, user 

names, and passwords—has been a major problem for 
the past 15 years. Th e probability of an online shopper 
coming across a phishing website is alarmingly high, 
because many appear in popular Web search engines 
results. In a recent UK police operation, seven of the 
top 10 Google results for a popular brand of boots 
were found to be fraudulent websites. In addition, one 
in 12 online buyers of event tickets reported having 
been caught by a scam ticket website, with the aver-
age loss for each victim being £80. Most sites are taken 
down quickly once identifi ed, but new ones spring up 
daily, making the process of identifying and closing all 
of them impossible for crime-prevention authorities.

Disclosing fi nancial details to scam sites can lead 
not only to immediate monetary losses but also to iden-
tity theft  and its consequences (damage to a person’s 
credit rating or a person being linked to illegal activi-
ties). Even though some banks cover customers who 
have had their credit card details stolen, this solution 
isn’t sustainable as a long-term solution. Th ese prob-
lems can lead to an overall loss of trust in online shop-
ping and deter consumers from engaging in online 
fi nancial transactions. 

Two main approaches have been used to protect 
users against phishing: antiphishing indicators and 
user education. Rachna Dhamija and her colleagues 
explained that the fi rst approach is ineff ective because 
a signifi cant percentage of users ignore passive indica-
tors.1 Even when users notice the indicators, they oft en 
don’t understand what they signify. In addition, incon-
sistent positioning on diff erent Web browsers makes 
the task of identifying a phishing site diffi  cult. Stuart E. 
Schechter and his colleagues reported that 53 percent 
of their study participants still att empted to log in to a 
site aft er their task was interrupted by a strong security 
warning.2 In the same study, removing the HTT PS indi-
cator had no eff ect on participants’ willingness to enter 
their personal details in a site, and 97 percent of partici-
pants entered personal details even aft er site authenti-
cation images were removed. Both papers’ fi ndings lead 
us to conclude that eff ective education must comple-
ment any technical antiphishing measures to improve 
users’ ability to detect phishing sites.

User Education 
Both government organizations and academic institu-
tions have put signifi cant eff ort into user education. 
To improve public understanding of security, the US 

Security Education against Phishing:
A Modest Proposal for a Major Rethink



www.computer.org/security 25

Computer Emergency Readiness Team offers “advice 
about common security issues for nontechnical com-
puter users” on its site (www.us-cert.gov/cas/tips). 
Ponnurangam Kumaraguru and colleagues developed 
the PhishGuru training system to teach users how to 
identify phishing attacks.3 The system sends out simu-
lated phishing emails and delivers training messages 
when users click the included URLs. Its effectiveness 
was tested with 515 participants; 28 days after the 
first email, despite being given training more than 
once, 17.5 percent of participants still entered per-
sonal details into simulated phishing websites. This 
was a significant improvement from the 40.1 percent 
a control condition revealed before the study, but still 
leaves one in five users vulnerable. The same research 
group developed Anti-phishing Phil, an online game 
to teach users not to fall for phishing by explaining 
how to identify phishing URLs, where to look for cues 
in Web browsers, and how to use search engines to find 
legitimate sites.4 They reported improved user abil-
ity to detect phishing websites after receiving train-
ing. The false-positive rate (phishing site identified as 
real) was reduced from 30 percent to 14 percent, and 
the false-negative rate (nonphishing site identified as 
spoof) was reduced from 34 percent to 17 percent. 
Despite those reductions, 31 percent of users were still 
unable to differentiate between good and bad sites.

Cormac Herley argued that teaching users to check 
URLs is the wrong strategy because even diligent appli-
cation of what is being taught offers users only limited 
protection against phishing.5 In his view, the effort/
benefit ratio means users should ignore this advice, 
especially if the actual risk of financial loss is low.

Another reason current education and training 
efforts aren’t effective is because they assume that 
users are keen to avoid risks, and thus likely to adopt 
behaviors that might protect them. But in reality, most 
online shoppers are looking for good deals. They start 
from a search engine and are presented with links to 
various websites that present (often very tempting) 
offers. The opportunity to save a significant amount of 
money on something they need, or acquire something 
they might normally not be able to afford, makes users 
vulnerable. Frank Stajano and Paul Wilson identified 
this as the need and greed principle, which scammers 
exploit successfully: once scammers know what users 
want, they can easily manipulate them.6 To address 
this problem, the UK Office of Fair Trading (www.oft.
gov.uk) launched campaigns aiming to increase con-
sumer awareness of fake shopping websites. The slogan 
“if it sounds too good to be true, then it probably is” 
appears in the campaign materials as well as in com-
munications by law enforcement officers—so far with 
little success.

In line with Herley, we argue that current security 
education on phishing offers little protection to users 
who assess a potentially malicious site in this frame of 
mind.3,4 Security education needs to consider the driv-
ers of user behavior in this situation—the cues users 
look for and how they interpret them. Successful secu-
rity awareness, education, and training must do more 
than warn users of dangers—they must target the 
misconceptions that underlie user actions. Although 
we focus on phishing, a shift in perspective could help 
security researchers and practitioners develop more 
effective security awareness, education, and training 
in other areas of computer security.

Trust Cues in Online Transactions
Online shoppers face a situation of risk and uncer-
tainty: they must provide payment details and per-
sonal information to websites and can’t be certain 
they’ll receive the goods they expect in return. Many 
online shoppers will take risks to gain benefits, and 
they look for trust cues to reduce the degree of uncer-
tainty about the outcome—a trustworthy transaction 
partner is more likely to deliver. Jens Riegelsberger 
and his colleagues developed a framework of trust 
signals that both transaction partners can emit, 
focusing on ways to incentivize trustworthy behav-
ior and incorporating signals to assess trustworthi-
ness, such as a site’s “professionalism” (for example, 
the absence of technical failures, breadth of product 
palette, and usability) and social embeddedness (for 
example, a retailer’s reputation among consumers’ 
friends and relatives).7 Combined with Dan Kim and 
his colleagues’ findings that consumer trust directly 
and indirectly affects purchasing intentions,8 we can 
assume that users’ willingness to engage in a transac-
tion increases when the perceived risk is low.

Marios Koufaris and William Hampton-Sosa con-
ducted a study on the development of trust in online 
companies by first-time customers, identifying four 
factors affecting users’ purchasing decisions:9 

 ■ perceived reputation of the company,
 ■ perceived usefulness and ease of use of the website,
 ■ perceived security control, and
 ■ the selection of products available (if the company 

has a wide range of products, it’s more trustworthy).

However, the use of closed questions in their sur-
veys, specifically aiming to confirm those four factors, 
didn’t allow the surveys to reveal any other website 
properties that affect user decisions. Kim and his col-
leagues also discussed the effectiveness of third-party 
seals as an assurance of trust, concluding that they 
decrease consumers’ perceived risk, but that consumers 
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know very little about their purpose and what protec-
tion they offer.8 

Scammers exploit trust development principles, 
both in the real world and online,6 but the implica-
tions of users’ trusting behavior haven’t been consid-
ered in the phishing context.

Study Description 
We originally designed our study to evaluate the 
effectiveness of Solid (www.solidauthentication.
com), a new active antiphishing tool that uses traffic-
light security indicators to signal whether a website 
is genuine or fake (see Figure 1). A green indicator 
accompanied by the company’s logo appears when a 
website’s details match those expected. A yellow indi-
cator appears when the webpage fails some part of the 
authentication test. When Solid identifies a webpage 
as malicious, a popup window appears before the web-
page loads and the tool window turns red, indicating 
that a security risk exists and suggesting a redirection 
to the registered retailer’s real website. Users have the 
option to close the current window and proceed to the 
risky website. If they choose to do that, the indicator 
remains red. If the website isn’t registered with the 
tool, the indicator turns gray. 

We recruited participants using the University 
College London (UCL) psychology subject pool, 
which is open to the public. Participants had to be over 
18, regularly use online shopping, and be able to visit 
the lab for one hour of testing. The standard reward for 
their participation was a £15 Amazon voucher; partic-
ipants received an additional reward if they chose safe 
websites in the experiment. We tested 36 participants 
in total:

 ■ 17 (47 percent) were male and 19 (53 percent) female,

 ■ their average age was 24 years,
 ■ their average computer experience was 12 years,
 ■ their average daily Internet browsing was 4.5 hours,
 ■ they received an average of 14 emails per day,
 ■ 35 (97 percent) of them had checked their account 

balance online at least once,
 ■ 34 (94 percent) had transferred money to other peo-

ple’s accounts using online banking services at least 
once,

 ■ all had bought goods online in the past,
 ■ 19 (53 percent) had configured a firewall,
 ■ 18 (50 percent) had designed a website,
 ■ 8 (22 percent) had registered a domain name,
 ■ 7 (19 percent) recalled using Secure Shell (SSH) 

connections in the past,
 ■ 9 (25 percent) had been victims of phishing or knew 

someone who had been, and
 ■ 12 (33 percent) had been victims of Internet scams 

or knew someone who had been.

We divided participants equally between two con-
ditions: 18 used the active antiphishing tool, and 18 
did not. They were asked to buy tickets for a music fes-
tival, presented with six websites, and asked to decide 
within five minutes which one to buy from. We used 
this time frame to replicate the time principle Stajano 
and Wilson identified as an attack tactic6—in this 
case, very plausible, because tickets for popular events 
tend to sell out quickly. To replicate the risk that 
ticket buyers face when buying from unknown retail-
ers online, the reward given to participants varied, 
depending on which website they chose, based on the 
following scenario:

You want to buy tickets for Friday, 27 August, for 
the LED electronic music festival at the moment 
they go on sale. You have £60 available. You know 
that festivals sell out very quickly, so you only 
have five minutes to buy them. You searched in 
Google for “LED festival tickets” and came upon 
six websites that claim to sell tickets. You now 
need to choose from which site to buy. Your addi-
tional reward from the experiment is the amount of 
money you initially have available (£60) minus the 
price of the tickets on the website you chose to buy 
from. If you buy from a fraudulent website, then 
you get no extra reward (only the 15 pounds that 
are paid for your participation in the experiment). 
You can browse in the websites with no limitations. 
Warnings will be given to you when two minutes 
and one minute remain.

All the websites in the experiment were local copies 
of legitimate retailers downloaded from the Internet. 

Figure 1. Solid displays the traffic-light convention color 
code. It appears as a small box outside the user’s browser.
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We modified our DNS server so that the URL struc-
ture and website appeared to the participants in the 
same way as if they were browsing. We modified Solid 
to display the colors shown in Table 1.

Table 2 shows that most participants who used 
Solid chose the safe (green) options. In addition, none 
chose the website marked as red. A chi-squared test 
revealed a significant shift in participant decisions 
when Solid was used (X2(1) p = 0.03324). Although 
this could be argued to be a success, a significant num-
ber still chose sites labeled as potentially risky (gray or 
yellow) over the ones clearly labeled as safe. Why did 
so many participants ignore the potential risks when a 
safe alternative existed?

Identified Trust Factors  
and User Misconceptions
In the debrief interviews following the experiment, 
we asked each participant to explain what affected 
his or her website choice. No guiding questions were 
used—participants were free to report any factors 
that affected their final choice. During this discus-
sion, the websites were left open so that participants 
could refer back to them. The interviews were audio-
recorded, transcribed, and analyzed using grounded-
theory coding techniques.10 The results show that 
security indicators were only one of several different 
signals that our participants used to assess a website’s 
legitimacy. We identified eight factors that affected 
the participants’ choice of websites: previous experi-
ence, logos and certifications, advertisements, social 
networking references, inclusion of charity names, 

amount of information provided, website layout, and 
company information.

All eight Solid users who chose potentially unsafe 
yellow or gray sites said the potentially higher 
reward was an incentive to ignore the green site— 
confirming the need and greed principle.6 Partici-
pants mentioned on average three additional factors 
that affected their decisions.

Previous Experience 
Previous experience with a website and familiar-
ity with a brand induce users’ willingness to trust it. 
Only one participant had shopped from any of the 
six websites, but 18 (50 percent) said they’d heard of 
the brand names, and this played a key role in their 
choices—suggesting a trust halo effect.11 An example 
of this is the View London website, which five partic-
ipants (14 percent) had used to read venue reviews, 
but never to buy event tickets. Brands such as View 
London and HMV are popular in the UK—the first 
because of its review pages and the second because of 
its many street retail outlets that sell music and gam-
ing products. But none of our participants were famil-
iar with their ticket-selling operations. Scammers can 
exploit this very broad concept of “being familiar” 
with a brand by creating fake websites, claiming to be 
online outlets of familiar brands. 

Logos and Certifications
Five websites displayed some form of trust logo, and 
10 participants said those played a major role in their 
decisions. The VeriSign Secured logo turned out to be 

Table 1. The websites used in the experiment with the corresponding prices and colors.

Website Ticket price Tool color

Gigantic (www.gigantic.com) £50 Green

HMV Tickets (www.hmvtickets.com) £50 Green

See (www.seetickets.com) £25 Red

Skiddle (www.skiddle.com) £20 Gray

Sold-out Ticket Market (www.soldoutticketmarket.com) £40 Gray

View London (www.viewlondon.co.uk) £20 Yellow

Table 2. Distribution of participants’ potential rewards on the basis of the color of the website they chose.

Potential payoff Solid indicator
Number of participants

Solid group Control group

£10 Green 10 5

£20–40 Gray or yellow 8 12

£35 Red 0 1
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the most popular one (see Figure 2). Six participants 
(17 percent) said they trusted this sign because they’d 
seen it on other trusted websites, but none of them 
could explain what the logo stands for and why a web-
site displaying it should be secure. Only two partici-
pants checked whether the logo was a clickable link for 
information about the merchant.

The Internet Shopping Is Safe logo was displayed 
on one website (see Figure 3), and four participants 
(11 percent) reported it affected their choice. Another 
logo, the Hitwise No. 1 Award Winners logo, was dis-
played on one website (see Figure 4), but only one 
participant mentioned it affected her choice. Three 
participants (8 percent) mentioned financial organi-
zations’ logos, such as the credit/debit cards accepted: 
“They accept Visa, MasterCard, and American 
Express, so they must be real.” Only two participants 
(6 percent) checked whether the logos were clickable 

links or displayed a valid certificate or registration 
number with the relevant authority. In total, 13 par-
ticipants claimed that logos affected their choices, but 
none could explain why this signaled trustworthiness.

Advertisements
A website’s affiliation with known entities is often 
interpreted as a trust signal. Five participants (14 
percent) mentioned advertisements by well-known 
companies; they argued that a reputable company 
wouldn’t pay scammers to advertise on their web-
site. It hadn’t occurred to them that scammers might 
include ads to make their site look legitimate and that 
the companies advertised might not be aware of this 
use of their material.

Social Networking References
The growing popularity of social networking web-
sites is starting to affect online commerce; scammers 
exploit this by suggesting their site is associated with 
these websites. Inclusion of links to Facebook and 
Twitter pages boosted seven participants’ (19 percent) 
confidence in a site; they believed that links to those 
sites couldn’t be fraudulent because any scam victims 
could post negative feedback to warn others. Social 
networking sites’ iconic status is a key weakness if 
users don’t understand how easily scammers can fake 
an association with the sites.

The presence of user feedback can also contribute 
to trust development. Four participants (11 percent) 
gave positive comments about their perceived corre-
lation between user feedback and trust. This was par-
ticularly clear in the cases of a website that included 
pictures of users who left feedback and a website 
whose members “are planning to attend an event,” 
confirming past findings that richer media representa-
tions can induce a positive trust bias.12

Inclusion of Charity Names
The inclusion of the name of a charity (Oxfam) on one 
website (www.gigantic.com), accompanied by a claim 
that it donates 10 percent of its profits to the charity, 
led two participants (6 percent) to believe the site was 
genuine. Benevolence is an intrinsic trust property,7 
and real-world scams exploit this, using charities as a 
pretext—for example, collecting donations of money 
or clothes that the scammers actually keep. Online 
scammers can also exploit this, because users aren’t 
aware of the potential misuse of charity names and 
don’t attempt to verify the claims they see on websites. 

Amount of Information Provided
The amount of information the website included on 
the event of interest was reported as an important 

Figure 2. The VeriSign Secured logo. Six study participants 
said they trusted this sign, but none could explain what it 
stands for.

Figure 3. The Internet Shopping Is Safe logo. This image 
affected four participants’ decision to trust a website.

Figure 4. The Hitwise No. 1 Award Winners logo. Only 
one participant said this logo affected her decision to 
trust a website.



www.computer.org/security 29

factor by six participants (17 percent). All websites 
included information on the event (gate opening 
times, facilities, instructions how to get to the venue, 
and so forth), but those that displayed the information 
on the main event page attracted participants more. 
Again, addition of rich media, such as maps, made 
websites appear “more real” and trustworthy. In gen-
eral, participants seemed to follow the maxim that the 
more effort is put into a website’s development, the 
less likely it is to be the site of scammers, who want to 
make money fast. 

Website Layout
Seven participants (19 percent) mentioned that the 
website’s design structure appeared familiar because 
it was similar to other legitimate websites. This simi-
larity led them to assume the site ought to be genuine. 
Interacting with particular websites leads to mental 
anchoring of trustworthy sites’ design and appear-
ance, against which they assess trustworthiness of a 
new site on a first-time interaction. Participants were 
also reassured by indicators of routine business—in 
this case, availability of tickets for a variety of events. 
They simply assumed a scam site would try to target a 
particular event.

Company Information
The level of detail the website provided on the com-
pany behind it also affected participant decisions. 
Five participants (14 percent) mentioned the presence 
of the company’s registration number, tax reference 
numbers, direct telephone numbers, ticket delivery 
information, or claims that they are official ticket out-
lets increased their confidence in the website. But as 
with logos and privacy policies, none of the partici-
pants knew how to verify this information and didn’t 
attempt to do so.

Effective Antiphishing Education
Our analysis reveals a significant gap between the 
signals security experts would like users to consider 
when assessing a website’s legitimacy and those they 
actually use when faced with a tempting offer. Our 
findings —which unite and confirm a set of obser-
vations from previous studies—suggest that advice 
given in current user education is largely ignored 
because it focuses on indicators that users don’t under-
stand or trust. We need to deploy new approaches 
targeting user misconceptions that lead to insecure 
behavior, attracting user attention on how they might 
be targeted and correcting those misconceptions.

What Should We Teach Users?
To help users, we need to explain how and why 

trustworthiness indicators they use successfully in the 
real world fail them online. As Rick Wash put it, users 
form their own folk models—their own understanding 
of how things work in computer security—which aren’t 
necessarily accurate and can potentially lead to errone-
ous decisions.13 In our experiment, participants used 
those to justify their decisions to ignore expert advice: 
they ignored Secure Sockets Layer locks and URLs, and 
used their own heuristics to assess a site’s legitimacy. 

Reliance on indicators and models from the physi-
cal world leave users vulnerable in many ways:

 ■ Participants were surprised when told after the 
experiment that fake versions of real websites can 
be uploaded by anyone online, or that someone can 
create a website claiming to be someone else. 

 ■ The fact that 13 participants used trust logos to guide 
their choices might seem encouraging, but only two 
checked whether those logos were clickable links, 
seeking more information on the certification and 
the merchant. None of our participants could explain 
what protection those logos might offer; they reacted 
to their mere presence as safety indicators. 

 ■ The blind trust users place in sites that suggest a 
link with social networking sites demonstrates their 
popularity, and a worrying potential for exploitation 
by scammers. Our participants didn’t consider that 
anyone can create a page or profile on those sites or 
that spammers can add social networking logos to 
their fraudulent sites.

 ■ The other design elements participants reported 
(amount of information provided, website lay-
out, and company information) can also be easily 
mimicked. Our participants seemed unaware that 
although signals of high levels of investment are 
reliable indicators of real-world retailers, design ele-
ments can be copied in a matter of seconds. 

Current security education approaches don’t target 
the misconceptions we identified. Users don’t under-
stand how scammers operate, and they make assump-
tions about how the online environment operates on 
the basis of their real-world experiences. Effective secu-
rity education needs to challenge users’ assumptions 
about trust signals and their decision processes and 
replace them with trust signals and strategies for assess-
ing risks in an online environment. Just as in the physi-
cal world, some users will willingly take risks online. 
So, security education should equip users to assess the 
potential risks and benefits correctly, rather than tell 
them to avoid going to any potentially risky site.

How Should We Teach Users?
The first step toward effective user education is to 
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recognize that awareness, education, and training are 
three distinct steps of a process to improve user com-
petence.14 The role of security awareness is to attract 
users’ attention and help them realize that there is a 
problem that might affect them. This is a necessary first 
step to render them receptive to education and training 
measures. Security awareness measures must capture 
users’ attention using strong visual elements, surprise, 
or humor. In the case of phishing, existing perceptions 
need to be challenged, including users’ perceptions of 
their ability to assess the risks involved in online trans-
actions and what reliable trustworthiness indicators 
are. An example would be an advertisement, online or 
in print, that shows two very similar websites with the 
caption that reads, “One of these websites belongs to 
[a famous bank]; the other is run by a criminal gang in 
Elbonia waiting to steal your user name and password 
and empty your account at [famous bank]. Can you tell 
which is which?” Once users realize they can’t tell the 
difference, or choose the wrong site, they’re more likely 
to pay attention to a subsequent pointer to a site that 
offers education (to improve their knowledge) or train-
ing (to improve their skills).

An example of security education delivery in this 
context would be an online game in which users can 
collect or lose points by answering questions about 
the trust and assurance indicators on a professional-
looking website. For instance, if they point to an ad 
on the site, they would be presented with the state-
ment “The presence of an ad by [famous brand] indi-
cates this is a legitimate site, because [famous brand] 
would not pay to advertise on a phishing website” and 
asked to rate it as true or false. Explanations of why an 
answer is true or false can help to correct misconcep-
tions and reinforce correct statements. High scores or 
badges can promote secure behavior among individ-
ual users or groups in an organizational setting. 

How Can We Reach Users? 
Another fundamental aspect of effective security 
education delivery is the choice of communication 
channels to disseminate awareness, education, and 
training information to users. To date, two different 
approaches have been used:

 ■ general public awareness and education campaigns 
(both online and offline), and

 ■ context-specific warnings and indicators (online).

In public-awareness campaigns, users are informed 
about the risk of scams and sometimes told about pos-
sible ways to protect themselves, but no training is 
delivered. The effectiveness of those campaigns is ques-
tionable. Approaches like the UK police campaigns 

don’t provide any useful information or skills to con-
sumers. Many legitimate online retailers sell goods 
at prices significantly lower than street prices, which 
is a major draw for online shopping. So, how can con-
sumers tell when a good deal becomes too good to be 
true? Generic warnings like this might deter many who 
would benefit most from lower online prices—people 
with lower incomes—from shopping online altogether, 
because they can least afford to take the risk.7 

A more promising approach is to provide aware-
ness, education, and training in the context of the 
services users aim to access. Consumers are more 
motivated if warnings are specific to risks they know 
and care about, and these warnings are more likely 
to be accessible when explained by peers who have a 
similar perception of risks and pitfalls. An example 
worth following is eBay, which has created an online 
community in which users can post tutorials (often 
featured from eBay’s homepage) on how to identify 
counterfeit goods or how to avoid scams. A UK bank 
uses another context-specific approach, asking its cus-
tomers for partial PINs and passwords to access their 
online banking accounts (for example, digits 2, 1, and 
4 of the PIN and digits 2, 6, and 9 of the password). Its 
login page explicitly mentions that users should never 
disclose their full PIN and password to a website, aim-
ing to teach their customers to protect themselves 
from word capture attempts using phishing attacks. 

Both of the above measures increase user aware-
ness of how scammers might target them when using 
those specific websites as well as aim to educate them 
by explaining how to avoid falling for these types of 
attacks. But this isn’t training, which needs to not only 
present correct behaviors to users but also test their 
understanding of the communicated information and 
correct any identified misconceptions.14

A potential user-training approach is to feature 
short tutorials on retailer and bank websites. For 
instance, after informing users about the potential of a 
criminal gang in Elbonia, we need to draw their atten-
tion to the differences between a legitimate and a scam 
website (for example, your bank would never ask you to 
disclose your full PIN and password). To ensure cor-
rect skill acquisition, after the tutorial, users should be 
asked to distinguish between a few examples of legiti-
mate and scam sites on the basis of the principles they 
learned. To encourage participation, retailers could 
launch competitions with prize drawings.

Lessons Learned from Misconceptions 
Trust symbols such as logos and certifications are cur-
rently either misinterpreted or go unnoticed. Trust 
seals are effective only if users can recognize them, 
know what protection they offer, and check their 
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legitimacy.7 Because this isn’t the case, broader aware-
ness campaigns using a range of information channels 
are necessary. First, att ract people’s att ention to the 
presence of those seals, then explain what the problem 
is and what measures are in place to protect them (in 
this case, a browser add-on) and provide them with 
information on what needs to be done on their side. 
Active antiphishing tools, 
which interrupt the 
user’s primary task 
only when a threat 
is identifi ed, seem 
to be an eff ective 
measure against 
phishing att acks,15

and Solid had a sig-
nifi cant eff ect in deterring 
participants from known bad sites. But improving user 
defenses against future scams requires an additional 
step: whenever a tool detects unauthorized use of trust 
symbols, it should present users with information on 
what went wrong, increasing their awareness of the 
problem and the potential risks they face while shop-
ping online. Th is needs to be done in the browser when 
users visit sites that carry those seals, so that users don’t 
need to download and install additional soft ware to 
be protected. In addition, whenever a tool identifi es a 
risk, it should provide short tutorials with strong eye- 
catching visual artifacts, ensuring users understand 
the nature of the problem and what the messages deliv-
ered to them mean as well as correcting any potential 
user misconceptions. Th e information should be short 
and descriptive so that it doesn’t appear as too much 
eff ort to users, as they might then ignore it.

Users trust sites that appear familiar. Th is can be 
used to retailers’ advantage—established brands can 
provide easy recognition and reassurance to custom-
ers. But customers will expect trusted institutions to 
guarantee a transaction and help them if something 
goes wrong. Th is can enable consumers to engage in 
transactions in which the perceived risk level is higher 
than what they would otherwise accept. An example 
of a well-trusted organization is PayPal—a payment 
method that provides users with the advantage of hid-
ing their card details from the seller and guarantees to 
refund its customers if transactions go wrong. Includ-
ing support for payment methods like this on a site 
could increase consumers’ willingness to buy from 
it. However, the presence of those mechanisms alone 
isn’t enough—again, users need to be made aware of 
the potential problems they might encounter when 
shopping online (for example, receiving counterfeit 
products, receiving nothing, or having credit card 
details compromised) and the extent to which they are 

protected, provided they comply with a manageable 
set of rules. We can achieve this by gett ing big retailers 
to use those mechanisms and provide visual elements 
to explain to users how they are protected. Statements 
such as “paying by EasyPay ensures your card details 
are not shared with anyone when buying online” can 
increase customer confi dence in e-commerce. Th is 

could be accompanied 
by short tutorials 
labeled with phrases 
such as “how am 
I protected?” that 
explain to the users 
in more detail what 
can go wrong in 
an online transac-

tion and how they are pro-
tected. Any approach att empting to do this should 
be consistent across online retailers/service provid-
ers to avoid fl ooding users with information, caus-
ing confusion instead of aiding their education and 
skill acquisition. 

Again, users need to be made aware of how easy it 
is for att ackers to mimic visual trust cues.7 An engag-
ing, though perhaps controversial, approach would 
be to create a YouTube video demonstrating “how to 
create your own phishing website in 10 minutes and 
fi ve easy steps” and spreading the word through social 
networking sites.

O ur fi ndings suggest the need for a change of 
direction in security awareness, education, and 

training. Instead of fl ooding users with warnings and 
repeatedly telling them to behave as security experts 
would like them to, eff ective security awareness starts 
with the users’ perspectives and decision-making pro-
cesses, imperfect though they might be. Users form 
their own risk models and use a set of heuristics to 
assess the trustworthiness of the websites with which 
they interact. Having identifi ed users’ misconcep-
tions, we need to connect with them through specifi c 
awareness, education, and training campaigns. 

Campaigns should address retailers as well. We 
identifi ed some examples of bad practice among legit-
imate retailers that don’t provide reliable trust signals 
or allow scammers to exploit potential vulnerabilities 
in their website design. Th ey need to be made aware 
of how their websites—and their customers—are 
att acked and how they can help customers distinguish 
between their legitimate website and counterfeits. 
Th is could help them protect their customer base and 
their reputation. 

Our proposed approach to security education can 

Active antiphishing tools, 

Rather than fl ooding users with 
information, we need to consider how 
users make decisions, both in business 
and personal settings, and tailor new 

security solutions based on this.
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be generalized beyond antiphishing to the extended 
security community. Rather than flooding users with 
information, we need to consider how users make 
decisions, both in business and personal settings, and 
tailor new security solutions based on this. 
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