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1 Introduction and Notation

We use standard notation from Brownian Motion theory. For any unexplained
notion we refer to [4]. We suppose that B is a standard Brownian motion taking
values in space R

d. The process B is defined on a filtered probability space
(Ω, (Ft)t , P). We suppose that the filtration F is generated by the Brownian
motion augmented with the null sets. The σ−algebra F∞ whenever needed, is
the σ−algebra generated by the process B together with all the null sets. Sto-
chastic integration is with respect to the Itô integral. When we use processes
that are predictable we mean predictable with respect to the filtration F . Of
course in case of a Brownian motion, there is no difference between predictable
processes and optional processes. The Brownian motions Bj are just the coor-
dinates of the process B. We remark that the processes Bj are independent.
With these processes we will construct correlated Brownian motions η1, . . . , ηd.
These processes generate subspaces of L∞ defined as the outcomes of stochastic
integrals that remain bounded, more precisely

Wj =
{
(H · ηj)∞ | H predictable and H · ηj bounded

}
.

The spaces are weak∗ closed subspaces of L∞. We will also use the sets

Aj = Wj + L∞
+ ,

where L∞
+ denotes the cone of nonnegative random variables. It is well known

that also the cones Aj are weak∗ closed, see [3], [2]. The main result of the paper
states that under a condition for the correlation matrix of η, more precisely
assumption Delta below, the norm-closure of

∑
j Aj is equal to the set {f |

E[f ] ≥ 0}. As an example will show, the space
∑

j Wj is not norm closed and its
norm closure is not equal to {f | E[f ] = 0}. This means that there are random
variables a ∈ L∞ such that E[a] = 0 but these random variables cannot be
approximated in L∞ norm by sums of bounded stochastic integrals with respect
to η. If however we allow sums of bounded stochastic integrals and nonnegative
random variables, then such elements a can be approximated in L∞ norm. The
example will make use of the theory of BMO martingales, see [4] for details on
BMO.

We will suppose that the individual processes ηj are normalised. So we
make the assumption that d〈ηj , ηj〉 = dt. The correlation matrix Σ of η is
defined through the equation (Σt)i,k dt = d〈ηi, ηk〉t. The Kunita-Watanabe
inequalities (see [4]) allow to write the brackets this way. Of course we suppose
that dt × dP almost everywhere, the matrix Σ is symmetric and nonnegative
definite. Furthermore Σ is predictable. The normalisation simply means that
the diagonal terms of Σ are equal to 1. The following assumption is critical.

Assumption Delta: We suppose that there is a real number δ > 0 so that
the eigenvalues of Σ are bounded below by δ. This means that a.e.

(x1, . . . , xd)Σ(x1, . . . , xd)′ ≥ δ
∑

j

(xj)2.
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In other words, we have that Σ is uniformly elliptic. Furthermore we assume
that dη = Σ1/2 dB where Σ1/2 is a positive definite square root of Σ and where
B is the given standard Brownian motion. The reader can see that the latter
assumption is not essential.

The approximation result can be seen as an hedging property. To explain
this and to see the difference between the usual hedging property, let us observe
(see the next section for the details) that every random variable a ∈ L∞ can be
written as a = E[a] + (H · η)∞ where H is a predictable R

d dimensional process
and the stochastic integral H ·η has to be seen as a vector stochastic integral and
H · η is a bounded process. This means that it is a more general construction
then just taking the sum of the individual stochastic integrals Hj · ηj . The
latter integrals are not necessarily bounded but the sum

∑
j Hj · ηj is. The

approximation result can be rewritten as

E[a] = inf





α ∈ R | a ≤ α +

∑

j

fj where fj ∈ Wj





.

In other words even if the random variable a cannot be approximated by a sum of
the form α+

∑
j(H

j ·ηj)∞ where each Hj ·ηj is bounded, it can be approximated
by such sums where nonnegative functions have been added/subtracted.

In finance the admissible integrands play a special role. We will not give defi-
nitions but just recall that for our purpose a predictable process H taking values
in R

d (or in R depending on the context) is said to be admissible (admissible for
ηj) if the process H · η (or H · ηj) is uniformly bounded from below. Replacing
the requirement that each process Hj ·ηj is uniformly bounded from below does
not change the situation. Indeed if each Hj is admissible with respect to ηj and
if the sum

∑
j Hj · ηj is bounded (from above and from below), say by 1, then

each Hj · ηj is bounded. To see this let us suppose that each Hj · ηj is bounded
from below by a constant −m. Then each Hj · ηj is bounded from above by
(d − 1)m + 1.

2 Technical Preliminaries

In this section we recall a technical result from stochastic analysis. This result
will be applied in the next section where the proof of the main result will be
given.

Lemma 1 Under assumption Delta we have that η has the representation prop-
erty. More precisely each local martingale X is of the form X = H · η, where
for each t,

∫ t

0
|Hu|2 du < ∞. Conversely each such process H defines a local

martingale.

Proof The proof follows easily from linear algebra. The norm of the matrix
Σ is uniformly bounded since it is positive definite and has diagonal elements
equal to 1. Furthermore assumption Delta implies that also Σ−1/2 is uniformly
bounded. Since dη = Σ1/2 dB, it follows that dB = Σ−1/2 dη. Since B has the
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representation property we get that Z is B integrable if and only if Z ′Σ−1/2 is
η integrable if and only if for each t,

∫ t

0
|Z|2 du < ∞ almost surely. �

Lemma 2 Suppose assumption Delta holds for η. If Hn is a sequence of η
integrable R

d valued predictable processes, if (Hn · η)∗ = supt |(Hn · η)t| tends
to zero in probability, then

∫ ∞
0

|Hn
u |2 du tends to zero in probability. Also each

(Hn,j ·ηj)∞ tends to zero in probability. Conversely if
∫ ∞
0

|Hn
u |2 du tends to zero

in probability, then (Hn · η)∗ tends to zero in probability.

Proof This follows from standard BDG inequalities and stopping time tech-
niques, see [4] for details. The first step is to observe that

∫ ∞
0

(Hn)′ΣHn du
tends to zero in probability. Then we use the previous lemma, i.e. assumption
Delta, to conclude that this is equivalent to

∫ ∞
0

(Hn,j)2 du tending to zero in
probability for each j. From here it follows that (Hn,j · ηj)∞ tends to zero in
probability. The converse follows from the fact that when 〈H · η, H · η〉∞ tends
to zero in probability, stopping time techniques and the BDG inequalities imply
that (H · η)∗ tends to zero in probability. �
Lemma 3 Under assumption Delta there is a martingale κ = (κ1, . . . , κd) such
that d〈κi, ηk〉 = 0 for i �= k and = dt for i = k. The process κ also satisfies
assumption Delta.

Proof The process κ defined as dκ = Σ−1/2 dB will do. The process is well
defined and d〈κ, η〉 = Σ−1/2Σ1/2dt as desired. The correlation matrix satisfies
d〈κ, κ′〉t = (Σ)−1

t dt. This implies that the correlation matrix of κ is uniformly
bounded and is also uniformly elliptic. �

3 The Main Result, Applications to Risk Mea-
surement

We will now state and prove the main theorem.

Theorem 4 With the notations introduced in the first section we have that
∑

j

Wj + L∞
+ =

∑

j

Aj

is norm dense in the set {f ∈ L∞ | E[f ] ≥ 0}.
Proof It is sufficient to prove that if a ∈ L∞ with E[a] = 0, ‖a‖∞ ≤ 1, then
a is in the norm closure of

∑
j Aj . This is the same as saying that for every

1 ≥ ε > 0 we have that a + ε ∈
∑

j Aj . The proof will be done via a separation
argument. Since the set

∑
j Aj is not norm closed we have to use a different

space. The duality we will use is the duality between (L1)d and (L∞)d. Both
spaces are equipped with the product topology. These spaces are in duality via
the coupling φ(f) = 〈φ, f〉 =

∑
j E[φjfj ]. We introduce the set

Dn =





(f1, . . . , fd) | ‖fj‖∞ ≤ n + 2,

∑

j

fj = a + ε





.
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The set Dn is convex and weak∗ compact. Suppose that it is disjoint from the
closed convex set

∏
j Aj . Then we can find elements φn ∈ (L1)d such that

sup{
∑

j

E[φn
j fj ] | f ∈ Dn} < inf{

∑

j

E[φn
j gj ] | gj ∈ Aj}.

Since the sets used on the right are cones, the infimum must be zero. This
implies that the elements φn

j are nonnegative. Since the inequality is strict, one
of the elements, say φn

1 , must be different from the zero element. So we can
normalise this element and suppose that it is a probability density. Since for
each i �= 1 the element f defined as fj = 0 for j �= i, 1, f1 = a + ε − h, fi = h
where ‖h‖∞ ≤ n is in Dn, we get that

E[φn
1 (a + ε)] + sup{(φn

1 − φn
i )h | ‖h‖∞ ≤ n} < 0.

Of course this yields E[φn
1 (a + ε)] < 0. Since we normalised φn

1 this also implies
that ‖φn

1 − φn
i ‖1 ≤ (1 + ε)/n ≤ 2/n. This yields that ‖φn

i ‖ ≤ 3 for all n, i.
We now use that φn

i annihilates the space Wi. If we denote by κ the process
introduced in lemma 3 of section 2, we can write φn

i = E[φn
i ] + Hn,i · κ where

Hn,i
i = 0 and where Hn,i · κ defines a uniformly integrable martingale. Now we

will show that all φj tend to 1 in L1. Fix i �= 1. Since φn
1 −φn

i tends to zero, we
must have that the bracket of (Hn,1 − Hn,i) · κ tends to zero. By lemma 2 and
by the property Delta for κ, this implies that for each i �= 1:

∫ ∞

0

(Hn,1
i )2u du

tends to zero. Since Hn,1
1 = 0 it follows that

∫ ∞
0

|Hn,1|2 du tends to zero. This in
turn implies that φn

1 tends to 1 in probability. Scheffé’s lemma then implies that
the convergence takes place in L1. But then we get E[a+ε] = limn E[φn

1 (a+ε)] ≤
0, a contradiction to E[a] = 0.

The contradiction shows that Dn cannot be disjoint from
∏

j Aj for n big
enough. As a consequence we get the existence of elements gj ∈ Aj so that∑

j gj = a + ε. �
Remark 5 We can ask whether it is possible to give bounds for the L∞ norm
of the elements gj . To do this we need quantitative estimates on the speed of
convergence of the elements φn. Such inequalities exist and were the topic of an
earlier version of this paper.

Remark 6 For each j we define a coherent utility function, see [1], via the
formula mj(f) = sup{a | f − a ∈ Aj}. The infimal convolution of mj , j =
1, . . . , d is defined as

µ(f) = (m1�m2� . . .�md) (f) = sup






∑

j

mj(gj) |
∑

j

gj = f





.

The functionals µ, mj are defined on L∞. From standard duality results it follows
that the cone that defines µ is given by the norm closure of

∑
j Aj . So we have

proved the following result:

5



Theorem 7 If the process η satisfies assumption Delta, then µ(f) = E[f ].

We will elaborate on this at the end of the paper, where we will analyse the case
d = 2.

4 Another Interpretation of the Infimal Convo-
lution

In this section we will give another interpretation of the infimal convolution. We
will use two coherent utility functions. One is defined through a convex closed
set of probability measures P and is denoted by u, i.e. u(f) = infQ∈P EQ[f ]. The
other one, denoted by m, is defined by the set M

a of absolutely continuous risk
neutral measures of a continuous d-dimensional price process S. The economic
agent is confronted with the following situation. He has a future wealth described
by the bounded random variable f . The associated utility is then u(f). Since
he is able to make financial transactions he can improve his utility by adding to
f a random variable that is attainable at zero cost. If, conformal to previous
sections, W denotes

W = {(H · S)∞ | H · S bounded},

the economic agent is interested in the quantity

ũ(f) = sup{u(f + g) | g ∈ W}.

A little algebra allows us to change this expression into the infimal convolution
of u and m. Indeed, for every g ∈ L∞ we have, see [3]: g−m(g) = zg +hg where
zg ∈ W and hg ≥ 0, so we can write

(u�m)(f) = sup{u(f − g) + m(g) | g ∈ L∞}
= sup{u(f − g + m(g)) | g ∈ L∞}
= sup{u(f − zg − hg) | g ∈ L∞}
= sup{u(f − z) | z ∈ W}
= ũ(f).

It follows that as soon as P is weakly compact, ũ has the Fatou property, which
in our setting means {f ∈ L∞ | ũ(f) ≥ 0} is weak∗ closed, see [1] for more
details. As we will see, without the weak compactness assumption, the property
no longer holds.

5 The Counterexample

We now give a counterexample for the general case, i.e. the case where the
correlation between two driving forces can approach 1. The counterexample has
its own interest since it is related to correlation trading. To make the calculations
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easier we will use two processes S1 and S2 to build the spaces W1, W2. The time
interval is restricted to [0, 1]. The movement of S = (S1, S2) is given by

dS1
t = dB1

t

dS2
t = dB1

t + εt dB2
t .

here ε is a deterministic function, rapidly decreasing to zero as t → 1. We
can take εt = exp(− 1

1−t ). We do not normalise the movement of S2 to have
d〈S2

t , S2
t 〉 = dt, This would only complicate the write-up and it is not essential.

We denote by M
a
1 and M

a
2 the absolutely continuous probability measures that

turn resp. S1 and S2 into a local martingale. The sets M
a
1 and M

a
2 can be

decribed as the closures of:

M
e
1 = {E

(
H · B2

)
1
|
∫ 1

0

H2
u du < +∞ a.s., E

[
E(H · B2)1

]
= 1}

M
e
2 = {E

(
(H1, H2) · (B1, B2)

)
1
|
∫ 1

0

H2
u du < +∞ a.s.,

E
[
E

(
(H1, H2) · (B1, B2)

)
1

]
= 1 and H1

t + εtH
2
t = 0}.

The closures of these sets in the dual of L∞ are denoted by resp. Pba
1 and Pba

2 .
We easily see that M

a
1 ∩ M

a
2 = {P} but we will show that

Pba
1 ∩ Pba

2 �= {P}.

This means that the norm-closure of the set A1 + A2 is strictly smaller than
the set {a ∈ L∞ | E[a] ≥ 0}. Let us take the following sequence of stochastic
exponentials:

Ln = E
(
Hn · B2

)
,

where Hn = −(5/2)n1]1−2−n,1−2−(n+1)]. This sequence is in M
e
1. The sequence

(Ln
1 )n≥1 is equivalent to the standard basis in l1. This means that there is

a δ > 0 so that ‖
∑

n αnLn
1‖1 ≥ δ

∑
n |αn| for all sequences (αn)n with only

finitely many αn �= 0. (As the reader can verify the sequence Ln
1 is supported by

“almost” disjoint sets). Therefore its adherent points all lie in (ba \ L1) (see
below). The set of these adherent points is quite big. In fact it is homeomorphic
to the compact set β(N) \ N, where β(N) is the Stone-Čech compactification of
N. Now look at the sequence E

(
(−ε Hn, Hn) · (B1, B2)

)
1
. This is a sequence in

M
a
2 . This sequence has the same weak∗ adherent points (in ba) as the sequence

E
(
Hn · B2

)
1
. This is proved by calculating the L1−norm of their difference

‖E
(
Hn · B2

)
1
− E

(
(−ε Hn, Hn) · (B1, B2)

)
1
‖1.

If we denote by Q
n the measure (by the way in M

e
1) defined as dQ

n/dP =
E

(
Hn · B2

)
1
, the above expression is simply

EQn

[∣∣E
(
−ε Hn · B1

)
1
− 1

∣
∣] .
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Since under Q
n the process B1 is still a Brownian motion and since all the

integrands are deterministic, we get that the expression is the same as

EP

[∣∣E
(
−ε Hn · B1

)
1
− 1

∣
∣] .

Since ε Hn tends to zero uniformly on [0, 1]×Ω, we get that the above expression
tends to zero. So the adherent points in ba of the sequences E

(
Hn · B2

)
1

and
E

(
(−ε Hn, Hn) · (B1, B2)

)
1

are the same and consequently the sets Pba
1 and

Pba
2 have an intersection that is much bigger than {P}.

Lemma 8 Let E be a Banach space and let F ⊂ E be a closed subspace of E,
isomorphic to the space l1. Let (yn)n≥1 be the sequence in F that corresponds
to the unit vector base of l1. Let e∗∗ ∈ E∗∗ be a weakly adherent point of the
sequence (yn)n≥1. Then e∗∗ ∈ E∗∗ \ E.

Proof. Let T be an isomorphism between F and l1, so that T (yn) is the unit
vector base of l1. In case e∗∗ ∈ E, we would have that for every k the point e∗∗

would be in the weak closure, i.e. σ(E, E∗), of the convex hull of the sequence
(yn)n≥k. By the Hahn-Banach theorem it is therefore in the norm closure of
these convex hulls. This would mean that there are convex combinations zk

of (yn)n≥k that would converge in norm to e∗∗. It also means that e∗∗ ∈ F .
Translated by T this means that the basic sequence of l1 has an adherent point
in l1, an obvious contradiction. Therefore e∗∗ ∈ E∗∗ \ E. �

6 Further analysis of the case d = 2

We start with a two dimensional standard Brownian Motion B = (B1, B2). Let
us define the sets of probability measures (denoted by M

a
1 , resp. M

a
2) so that B1,

resp. B2, is still a Brownian Motion. In mathematical finance this means that
these sets are the risk neutral probability measures for the “stock prices”, B1,
resp. B2. The coherent utility functions defined with these sets are denoted by
resp. m1 and m2, see [1] for the details. This means that for a function f ∈ L∞

we have m1(f) = inf{EQ[f ] | Q ∈ M
a
1} and m2(f) = inf{EQ[f ] | Q ∈ M

a
2}. Both

have the Fatou property, see [1] for details. The sets M
a
1 and M

a
2 can be decribed

as the L1−closures of:

M
e
1 = {E

(
H · B2

)
∞ |

∫ ∞

0

H2
u du < +∞ a.s., E

[
E(H · B2)∞

]
= 1}

M
e
2 = {E

(
H · B1

)
∞ |

∫ ∞

0

H2
u du < +∞ a.s., E

[
E(H · B1)∞

]
= 1},

where of course the integrands H are predictable. These sets are not relatively
weakly compact. The closures of these sets in the dual ba of L∞ are denoted
by resp. Pba

1 and Pba
2 . The question that now arises is whether the infimal

convolution, m1�m2, has the Fatou property. As in [1] one can easily see that
m1�m2 has the Fatou property if and only we have Pba

1 ∩ Pba
2 = {P}. This
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follows from standard duality arguments which we do not repeat. The equality
to be used is m1�m2(f) = inf{µ(f) | µ ∈ Pba

1 ∩ Pba
2 }. That

M
a
1 ∩ M

a
2 = {P}

is fairly obvious. But what happens with Pba
1 ∩Pba

2 ? The problem is equivalent
to the approximation property of section 2 as we shall now explain. Let us recall

W1 = {(H · B1)∞ | H predictable and (H · B1) bounded}
W2 = {(H · B2)∞ | H predictable and (H · B2) bounded}.

Furthermore let us also recall, see [3], [2], that:

A1 = {f + g | f ∈ W1 and 0 ≤ g ∈ L∞} = {h | EQ[h] ≥ 0 for all Q ∈ M
e
1}

A2 = {f + g | f ∈ W2 and 0 ≤ g ∈ L∞} = {h | EQ[h] ≥ 0 for all Q ∈ M
e
2}.

We will prove, or simply remark, that

1. A1 = {f | m1(f) ≥ 0} and A2 = {f | m2(f) ≥ 0}.

2. The norm closure of A1 + A2 (or of W1 + W2 + L∞
+ ) equals the set {f |

m1�m2(f) ≥ 0}. This is a standard duality result and follows from the
Hahn-Banach theorem.

3. The set W1 +W2 is not norm-closed. The cone A1 +A2 is not norm closed.

4. The norm closure of W1 + W2 is strictly contained in the set

L∞
0 = {f ∈ L∞ | EP[f ] = 0}.

Of course the representation theorem for martingales shows that the set
W1 + W2 is weak∗ dense in L∞

0 .

5. Pba
1 ∩ Pba

2 = {P}. This means that the set A1 + A2 is norm-dense in
{f | E[f ] ≥ 0}. This is precisely the content of theorems 4 and 7. Another
way to state the same result is to say that the norm closure of the set
A1 + A2 is weak∗ closed. There is a big difference when compared to the
norm closure of the set W1 + W2.

6. m1�m2 = P. This is equivalent to Pba
1 ∩ Pba

2 = {P}.

7. By item 3 and 4, there are non-trivial elements µ ∈ ba \ L1 that are zero
on W1 + W2 but item 5 shows that there are no non-trivial nonnegative
elements µ ∈ ba \ L1 that are zero on W1 + W2.

The proofs of 1, 2, 5, 6 and 7 are already sketched or are obvious. The proof of 3
is given below. To prove 4 we need some extra information on BMO martingales.

Proposition 9 Let T = inf{t | |B1
t + B2

t | = 1}. The stopping time T has a
Laplace transform given by E[exp(−λ2T )] = 1/ cosh(λ). For s ∈ C, |�(s)| < π/2
we have E

[
exp(s2T )

]
= 1/ cos(s). Also E

[
exp

(
(π/2)2T

)]
= +∞.
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Proof That B1
T and B2

T are unbounded is easily seen, we leave the proof to the
reader. The Laplace transform of T is found by standard methods. Let us look at
the martingale Mt = exp

(
λ(B1

t + B2
t ) − λ2t

)
. Then by symmetry the variable

a = B1
T +B2

T has a distribution given by P[a = 1] = P[a = −1] = 1/2. Moreover
by symmetry, the variable a is independent of T . Since for t ≤ T , Mt ≤ exp(|λ|)
we can apply the stopping time theorem and we get E

[
exp(λa − λ2T )

]
= 1.

This immediately implies E
[
exp(−λ2T )

]
= 1/ cosh(λ). Since cosh(z) is analytic

around the origin and different from 0 for |z| < π/2 we get for z complex and
for |�(z)| < π/2 that E

[
exp(z2T )

]
= 1/ cosh(iz) = 1/ cos(z). In particular this

holds for s ∈ R, |s| < π/2. Moreover we get that E
[
exp

(
(π/2)2T

)]
= +∞ as an

application of the monotone convergence theorem for s → π/2. �
Proposition 10 The variable B1

T satisfies E[exp(αB1
T )] = +∞ for α ≥ π. The

random variable B1
T is in BMO but not in the closure of L∞ in BMO.

Proof The two processes B1 + B2 and B1 − B2 are independent processes.
Furthermore the stopping time T is defined through B1 + B2 and hence inde-
pendent of B1−B2. Let us denote by G the σ−algebra generated by the process
B1 + B2. We then get:

E[exp(2λB1
T )] = E

[
E

[
exp(λ(B1 − B2)T ) | G

]
exp(λ(B1 + B2)T )

]

which equals
E

[
exp(λ2T ) exp(λa)

]
.

Since a and T are independent this gives

cosh(λ)E[exp(λ2T )].

For λ ≥ π/2 this is +∞. The statement about BMO follows from BMO-theory
where it is shown – by the John-Nirenberg inequality – that elements in the
closure of L∞ in BMO necessarily have exponential moments of all order. We
do not give details since this is beyond the scope of this paper. �
Corollary 11 The above calculations together with proposition 9, also show that
for |λ| < π/2 we have E[exp(2λB1

T )] = cosh(λ)/ cos(λ). The characteristic func-
tion of 2B1

T is therefore E[exp(iλ2 B1
T )] = cos(λ)/ cosh(λ) and the characteristic

function of B1
T − B2

T equals 1/ cosh(λ).

Proposition 12 The variable a defined above cannot be in the BMO−closure
of W1 + W2, hence the variable a cannot be in the L∞−closure of W1 + W2.

Proof Suppose that a would be in the closure of W1 + W2 for the BMO
topology. This means that there are fn ∈ W1 and gn ∈ W2 so that fn +gn → a.
It can be shown that this implies that fn → B1

T in BMO. Since B1
T is not in

the BMO closure of L∞ this is a contradiction. �
Remark 13 As shown in the main theorem the element a is in the norm-closure
of the set A1 + A2. This means that for every ε > 0 there are elements f ∈
W1, g ∈ W2 so that f +g ≤ ε+a. Similarly there are also elements f ′ ∈ W1, g

′ ∈
W2 so that f ′ + g′ ≥ −ε + a.
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We can now complete the proof of items 3 and 4 in the beginning of this section.

Proposition 14 The set W1 + W2 is not norm closed.

Proof Since W1 ∩ W2 = {0} the closedness of W1 + W2 would imply – by
the closed graph theorem – that the projections W1 + W2 → Wi would be
continuous. Let us define Tn = inf{t | |B1

t | ≥ n} ∧ T where T is defined in
the previous propositions. Set an = E[a | FTn

] = B1
Tn

+ B2
Tn

. Then clearly
‖an‖∞ ≤ 1 but as easily seen ‖B1

Tn
‖∞ = n. This implies that the projections

W1 + W2 → Wi cannot be continuous. Therefore W1 + W2 is not closed. �

Remark 15 This also means that there are sequences fn ∈ W1 and gn ∈ W2 so
that ‖fn‖∞ = ‖gn‖∞ = 1 and such that ‖fn − gn‖∞ → 0. For instance we can

take fn =
B1

Tn

n and gn =
−B2

Tn

n .

Proposition 16 The set A1 + A2 is not norm closed.

Proof If the set A1 + A2 were norm closed then the set W1 + W2 = {b | b ∈
A1 + A2 and E[b] = 0} would also be norm closed. �

Proposition 17 The following equation holds for every f ∈ L∞.

E[f ] = sup
g∈W2

inf
Q∈Ma

1

EQ[f + g] = sup
g∈W1

inf
Q∈Ma

2

EQ[f + g].

Proof This follows from m1�m2 = E[.] and the interpretation of the infimal
convolution as described in section 4. �

Remark 18 Most of the above results can be generalised to the case where the
two Brownian motions are correlated but satisfy assumption Delta. We leave
this as an exercise.
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